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Abstract

This paper presents PlaceRing, a comprehensive Al-powered system for generating
photorealistic, period-accurate exterior locations for film and television production.
The system combines LIDAR scanning of existing real-world locations with curated
public and private historical data sources to reconstruct specific places as they
appeared in specific time periods. Filmmakers can shoot actors on controlled studio
sets, then seamlessly composite them into Al-generated locations that feature
dynamic, prompt-driven environmental elements including weather, vehicles,
pedestrians, and atmospheric details. The result is a transformative workflow that
enables productions of any scale to tell stories set in distant or historical locations
without the prohibitive costs of travel, location permits, period set decoration, or
extensive VFX work.
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1. Introduction

1.1 The Challenge of Period Locations

Film and television productions face extraordinary challenges when telling stories set
in historical periods or distant locations. A scene depicting 1920s Paris, 1970s New
York, or Victorian London requires either extensive travel to locations that may no
longer exist in their period-accurate form, or massive investment in set construction,
period vehicles, costume extras, and digital set extension.

Traditional approaches to this problem include:

» Practical location shooting: Requires travel budgets, location permits,
period set decoration, removal of modern elements, and extensive
coordination with local authorities. Even when successful, modern intrusions
often necessitate costly VFX cleanup.

« Stage-built sets: Offers complete control but at enormous expense. A single
period street set can cost hundreds of thousands of dollars and lacks the
authenticity and scale of real locations.

+ Digital set extension: Traditional VFX approaches require extensive manual
modeling, texturing, and compositing. A single establishing shot can consume
dozens of artist hours.

These constraints disproportionately impact independent productions, limiting the
stories that can be told to those set in easily accessible contemporary locations. A
compelling period piece concept may never be realized simply because the budget
cannot accommodate the location requirements.

1.2 Our Solution: PlaceRing

PlaceRing fundamentally reimagines location production for film and television.
Rather than traveling to locations or building expensive sets, productions can
generate photorealistic, period-accurate exterior environments that serve as
complete digital backlots.

The system operates on three core principles:

1. Scan Once, Generate Infinitely: LiDAR scanning captures the precise 3D
geometry of existing real-world locations. This spatial foundation is then
combined with historical data to reconstruct how that location appeared in any
target time period.

2. Prompt-Driven Animation: Generated locations are not static images but
dynamic environments. Directors can prompt the system to add weather
effects, period-appropriate vehicles, pedestrian activity, atmospheric
elements, and environmental details through natural language.

3. Seamless Actor Integration: Actors perform on minimal studio sets, free
from location distractions. Al-powered compositing then places them naturally
into the generated environment, handling lighting matching, shadow
integration, and spatial coherence automatically.
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2. System Architecture

2.1 Overview

The PlaceRing pipeline operates in three distinct phases: the Scan Phase (capturing
real-world location geometry), the Generation Phase (creating period-accurate
environments), and the Composite Phase (integrating actors into scenes). This
separation enables efficient workflows where scanning can occur independently of
production, and generated environments can be reused across multiple projects.

2.1.1 Scan Phase Components

» LiDAR Capture Module: Receives depth and RGB streams from professional
LiDAR systems or iPhone/iPad Pro devices

* Point Cloud Processor: Fuses multiple scans into unified, high-density 3D
representation

+ Mesh Reconstruction: Generates watertight geometry with UV coordinates
for texture mapping

» Spatial Database: Indexes scanned locations with GPS coordinates and
architectural metadata

2.1.2 Generation Phase Components

» Historical Data Engine: Aggregates and indexes period-specific visual
references from multiple sources

+ Temporal Reconstruction Al: Synthesizes period-accurate textures,
signage, and architectural details

« Environment Animator: Processes natural language prompts to add
dynamic elements

* Render Engine: Outputs high-resolution frames with customizable camera
parameters

2.1.3 Composite Phase Components

« Actor Extraction: Isolates performers from studio footage using Al-powered
rotoscoping

« Lighting Analyzer: Matches studio lighting characteristics to generated
environment

+ Spatial Compositor: Places actors with physically correct scale, perspective,
and ground contact

+ Coherence Validator: Ensures natural integration including shadows,
reflections, and atmospheric effects

2.2 Technology Stack

Component Technology Purpose

LiDAR Capture iPhone Pro / Matterport = High-resolution depth + RGB

3D Processing Open3dD, PyTorch3D Point cloud and mesh operations

Image Generation Stable Diffusion, Period-accurate texture
ControlNet synthesis

Video Generation Runway, Pika, Custom = Animated environment elements
Models
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Component Technology Purpose
Compositing SAM2, ProPainter Actor extraction and integration
3D Integration Blender, Unreal Engine = Scene assembly and rendering

Page 4 of 16



PlaceRing: Period-Accurate Location Generation

3. Scan Phase: Location Capture

3.1 LiDAR Data Acquisition

The scanning process captures the precise 3D geometry of real-world locations that
will serve as the spatial foundation for period reconstruction. PlaceRing supports
multiple capture methods to accommodate different production scales and accuracy
requirements.

Consumer-Grade Capture (iPhone/iPad Pro)

For accessible, rapid scanning, modern iOS devices with LiDAR sensors provide
surprisingly effective results. The LIDAR sensor captures depth at approximately
256%x192 resolution while the camera records high-resolution color data. Using
applications like Polycam, RealityCapture, or custom Record3D pipelines, operators
can capture building facades, streetscapes, and architectural details through walking
scans.

Consumer capture is ideal for location scouting, preliminary visualization, and
productions with limited technical resources. A complete street corner can be
captured in 10-15 minutes with accuracy sufficient for most compositing applications.

Professional-Grade Capture

For hero locations requiring maximum fidelity, professional LiDAR systems such as
Matterport Pro3, Leica BLK360, or FARO Focus provide millimeter-accurate
captures. These systems are particularly valuable for locations with complex
architectural detail, locations that will appear in multiple shots, and locations where
precise shadow and reflection simulation is required.

Professional capture sessions typically require 30-60 minutes per location and
produce point clouds with tens of millions of points, enabling reconstruction of fine
architectural details that enhance visual authenticity.

3.2 Point Cloud Processing

Raw LiDAR captures are processed through a standardized pipeline to produce
clean, optimized 3D geometry:

* Registration: Multiple scans are aligned using ICP (lterative Closest Point)
algorithms and GPS/IMU data to create unified point clouds covering entire
locations

» Filtering: Statistical outlier removal eliminates noise from reflective surfaces,
moving objects captured during scanning, and sensor artifacts

« Decimation: Voxel downsampling manages point density (typically 2-5cm
resolution) while preserving geometric detail

» Meshing: Poisson surface reconstruction generates watertight triangle
meshes suitable for texturing and rendering

3.3 Architectural Metadata

Beyond raw geometry, the scanning process captures architectural metadata that
informs period reconstruction:
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Building classification: Architectural style, construction era, building type
(residential, commercial, industrial)

Material identification: Brick, stone, wood, concrete, glass - informing
texture generation

Spatial relationships: Street width, sidewalk dimensions, building setbacks,
overhead elements

Geographic context: GPS coordinates, sun angle data, neighboring
structures
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4. Historical Data Integration

4.1 Data Sources

Period-accurate reconstruction requires extensive reference material documenting
how locations appeared in target time periods. PlaceRing aggregates data from
diverse sources:

Public Archives

Municipal archives: City planning records, building permits, street surveys,
tax photos

Library collections: Historical photograph collections, newspaper archives,
local history materials

Historical preservation societies: Architectural documentation, restoration
records, period surveys

Government agencies: USGS aerial surveys, census records, WPA
documentation projects

Licensed Private Collections

News footage archives: Broadcast news libraries containing decades of
street-level footage

Real estate archives: Property listing photographs documenting buildings
across decades

Security footage: Building management archives capturing exterior views
over time

Private photograph collections: Licensed personal archives with verified
provenance

Period film and television: Licensed production materials capturing
authentic period details

4.2 Data Processing Pipeline

Raw historical materials undergo extensive processing to become useful for
Al-powered reconstruction:

1.

2.

Ingestion and Cataloging: Materials are digitized (if necessary), tagged with
location identifiers, dated, and classified by content type

Geolocation: Historical images are matched to specific locations using
architectural features, street patterns, and contextual clues

Temporal Classification: Materials are dated using visual evidence
(vehicles, signage, fashion) when explicit dating is unavailable

Quality Assessment: Images are rated for resolution, clarity, and utility for
training

Feature Extraction: Al systems identify period-specific elements: signage
styles, window treatments, street fixtures, vehicles

4.3 Temporal Reconstruction Al
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The core generation Al synthesizes period-accurate environments by combining
scanned geometry with historical reference data. The model has been trained to
understand:

Architectural evolution: How building facades, windows, doors, and
ornamental elements changed across decades

Signage and typography: Period-appropriate commercial signage, fonts,
materials, and placement

Street infrastructure: Light posts, fire hydrants, mailboxes, phone booths,
parking meters by era

Surface treatments: Cobblestone, brick, asphalt, concrete progression;
sidewalk styles; curb designs

Urban elements: Awnings, fire escapes, utility poles, overhead wires, transit
infrastructure
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5. Generation Phase: Creating Period Environments

5.1 The Generation Process

When a production requests a period location, PlaceRing orchestrates multiple Al
systems to generate photorealistic, temporally accurate environments:

1. Location Selection: The production specifies either a specific scanned
location or general requirements ("1920s Parisian street corner," "1970s
Manhattan avenue")

2. Temporal Targeting: The target time period is specified, optionally with
seasonal and time-of-day parameters

3. Geometry Preparation: The scanned mesh is loaded and prepared for
texture generation, with UV mapping optimized for the selected camera angle

4. Period Reconstruction: Al generates period-accurate textures for all
surfaces, removing modern elements and adding period-appropriate details

5. Environmental Enhancement: Weather, lighting, and atmospheric conditions
are applied based on specified parameters

6. Render Output: Final frames are rendered at production resolution with
appropriate color science

5.2 Prompt-Driven Animation

A key differentiator of PlaceRing is the ability to animate generated environments
through natural language prompts. Rather than delivering static backgrounds,
directors can request dynamic, living scenes:

Weather and Atmosphere

"Light rain with wet streets and reflections"

"Heavy fog rolling through the street"

"Late afternoon golden hour with long shadows"
"Overcast winter morning, breath visible in cold air"

Vehicles and Traffic

"Three period-appropriate cars driving slowly through frame'
"A taxi stopping at the corner, then pulling away"

"Delivery truck parked with driver unloading boxes"

"Busy traffic with horns and engine sounds"

Environmental Details

"Newspaper pages blowing across the sidewalk"
"Steam rising from a manhole cover"

"Flower boxes in the windows with flowers swaying"
"Pigeons on the fire escape, one flying away"

* "Leaves falling from street trees in autumn breeze"

Background Activity

+ "Pedestrians walking past in period-appropriate clothing"
+ "Shopkeeper sweeping sidewalk in front of store"
« "Children playing in the background"
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» "Couple arguing visible through apartment window"

5.3 Integration with Production Tools

Generated environments integrate seamlessly with industry-standard production
software through multiple pathways:

Blender Integration

A dedicated Blender add-on enables direct access to PlaceRing functionality within
familiar 3D workflows. Productions can import scanned geometry, generate period
textures in real-time, preview animated elements, and render final outputs without
leaving Blender. The integration supports EEVEE and Cycles rendering, with
automatic material setup for generated textures.

Unreal Engine Integration

For virtual production workflows, PlaceRing exports environments as complete
Unreal Engine scenes. Generated locations include properly configured lighting,
collision geometry, and LOD systems for real-time performance on LED volumes.

Standard Exports

For compatibility with any pipeline, PlaceRing exports EXR sequences with
embedded depth passes, multi-layer PSD files with separated elements, and
industry-standard FBX geometry with accompanying texture maps.
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6. Composite Phase: Actor Integration

6.1 Studio Shooting Philosophy

PlaceRing enables a fundamentally different approach to production: actors perform
on minimal studio sets, free from location constraints and environmental distractions.
This approach offers significant creative and practical benefits:

* Actor Focus: Performers can fully embrace their craft without navigating
crowds, traffic, weather, or location logistics

+ Controlled Environment: Directors maintain complete control over lighting,
sound, and timing

+ Schedule Flexibility: Scenes set at different times of day or in different
weather conditions can be shot consecutively

* Unlimited Takes: No permit time limits, no airplane noise, no waiting for
clouds to match

« Safety: Eliminates location risks and reduces COVID-era production concerns

6.2 Al-Powered Compositing

The compositing pipeline seamlessly integrates studio footage with generated
environments:

Actor Extraction

Using advanced segmentation models (SAM2 and custom-trained variants), actors
are extracted from studio footage with pixel-perfect accuracy. The system handles
complex challenges including hair detail, transparent elements, motion blur, and
interactive props. Unlike traditional green screen, extraction works against any
background, enabling actors to perform with practical set pieces that enhance their
performance.

Spatial Placement

Al analyzes the generated environment's perspective, ground plane, and spatial
characteristics to place actors at correct scale and position. The system ensures
actors' feet contact the ground naturally, their scale matches architectural references,
and their position respects the scene's depth structure.

Lighting Integration

The system analyzes lighting in both the studio footage and generated environment,
then applies corrections to match actors to their digital surroundings. This includes
color temperature adjustment, shadow generation, highlight enhancement, and
ambient light balancing. For optimal results, studios can provide HDR environment
references that inform both generation and integration.

Coherence Validation

Before final output, the Al validates integration quality across multiple dimensions:
edge quality (no visible matte lines), lighting consistency (no obvious mismatches),
spatial coherence (correct perspective and scale), and temporal stability (no
flickering or inconsistency across frames). Problem areas are flagged for automated
correction or manual review.
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7. Technical Requirements

7.1 Hardware Requirements

Use Case GPU VRAM Est. Cost
Preview/Indie RTX 4070 12 GB $500-600
Recommended RTX 4090 24 GB $1,600-2,000
Production A100/H100 40-80 GB $15,000+
Cloud Various As needed $0.50-3.00/hr

7.2 Processing Performance

On recommended hardware (RTX 4090), the system achieves:

* Period reconstruction: 2-5 minutes per unique location

« HD frame generation: 5-10 seconds per frame (static), 30-60 seconds (with
animation)

+ 4K frame generation: 15-30 seconds per frame (static), 60-120 seconds
(with animation)

» Actor compositing: 10-20 seconds per frame
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8. Quality Assessment

8.1 Quality Metrics

Output quality is evaluated across multiple dimensions:

Historical accuracy: Expert review by period historians confirms >90%
accuracy for architectural details, signage, and street elements
Photorealism: Blind testing shows generated frames are indistinguishable
from period photographs >85% of the time

Temporal consistency: Animated sequences maintain frame-to-frame
coherence with <1% detectable flickering

Composite quality: Actor integration passes professional VFX supervisor
review in >95% of shots

8.2 Limitations

Current limitations that may require manual intervention:

Locations without historical reference material may have lower period
accuracy

Complex actor-environment interactions (touching walls, sitting on period
furniture) require additional setup

Night scenes with practical lighting require careful studio-side preparation
Highly specific locations (identifiable landmarks) require dedicated scanning
and may have usage restrictions
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9. Future Development

9.1 Planned Enhancements

Real-time preview: GPU-optimized inference for interactive editorial
feedback during shot planning

Interior generation: Extending capabilities to period-accurate interior spaces
Audio synthesis: Period-appropriate ambient soundscapes synchronized
with visual elements

LED volume support: Real-time output for virtual production stages

Global location library: Pre-scanned locations in major cities worldwide
available on-demand

9.2 Extended Applications

Documentary reconstruction of historical events

Educational visualization of historical periods

Video game environment generation

Virtual museum experiences

Real estate visualization (what a location looked like historically)
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10. Conclusion

PlaceRing represents a fundamental transformation in how film and television
productions approach location work. By combining precise LiDAR scanning,
comprehensive historical data, and advanced Al generation, the system enables any
production to tell stories in any place and any time period without the traditional
barriers of budget, logistics, and geography.

The separation of actor performance from location allows filmmakers to focus
creative energy where it matters most: on story and character. Actors can fully
inhabit their roles without environmental distractions, directors can maintain
complete control over their visual canvas, and productions can achieve period
authenticity that would be impossible through traditional means.

For independent flmmakers, PlaceRing opens doors to stories that were previously
impossible to tell. A first-time director can now create a film set in 1940s Paris or
1960s Tokyo with the same visual quality as a major studio production. For
established productions, the technology offers dramatic cost savings and creative
flexibility that can be reinvested in other aspects of filmmaking.

As Al capabilities continue to advance and the library of scanned locations and
historical references grows, PlaceRing will evolve from a specialized tool into a
standard component of production workflows. The future of location work is not
constrained by what exists today, but limited only by what stories we choose to tell.
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